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TA Detectors
3 FD stations

507 SDs

Xmax Analyses

•Black Rock 
•Long Ridge 
•Middle Drum

• Stereo 
• FD/SD Hybrid

5 August 2014 COSPAR 2014 4 

5 August 2014 COSPAR 2014 4 



BR/LR/MD Stereo Reconstruction

Use Xmax: most efficient shower parameter to 
determine primary nuclear type 

Accuracy in geometry determination is crucial 

Use FD data individually triggered by 2>= 
detectors: Stereo data 

• Each station defines a shower detector plane 
(SDP) 

• Intersection of the two SDPs well determines 
shower geometry 

Nov 2007 ~ Mar 2014: 6.3-year data
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FD(BR/LR) ステレオ解析
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BR/LR Stereo Xmax
BR/LR stereo 

Nov 2007 ~ Mar 2014: 6.3-year data

logE >= 18.2
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Xmax分布
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TA BR/LR Stereo Preliminary MC: QGSJET-II-03
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Xmax分布
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Acceptance Bias
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質量組成解析
• Xmaxの平均値を用いた解析 
•　Xmax: シャワー最大発達大気深さ 
• シミュレーションと比較 
• シャワーシミュレーション : CORSIKA 
• 検出器シミュレーション 
 検出器応答，大気 
 データと同じ解析 

• バイアスの評価 
 再構成バイアス，アクセプタンスバイアス  w/ TA rec. & acceptance biases

<Xmax>

<Xmax>

Thrown Xmax

•Proton 
•Fe

..... SIBYLL 2.1 
- - QGSJET II-03 
--- QGSJET 01

核種によるシャワー発達の違い
4

Thrown Xmax



Acceptance Bias
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After trigger/reconstruction/selection
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logE vs Xmax
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<Xmax> vs logE
TA BR/LR Stereo Preliminary

Both p/Fe expectation and data are 
affected by the acceptance bias.



BR/LR/MD Stereo Events
Geometry data/MC

2014-06-16 TA-All Salt Lake City 18

xcore (east)

ycore (north)

BRM

MD

LR

• Now stereo reconstruction for all the 3 
FD combinations possible 

• Shower profiles calculated using the 
stereo geometry 
• Require successful reconstruction 

at both sites 
• Use BR/LR profiles for triple stereo 

events even if the MD SDP used 
• (Unweighted) mean Xmax

Resolution (proton MC)

2014-06-16
17

Rp resolution
BRM
LR
MD

Rp – Rp,MC (m)

68% within 1.07°



Xmax Distributions
TA BR/LR/MD Stereo Preliminary

MC: QGSJET-I
Xmax data/MC by energy range (p+, 56Fe )

2014-06-16 TA-All Salt Lake City 8

p+ K-S: 0.483 p+ K-S: 0.453 p+ K-S: 0.459

p+ K-S: 0.0056 p+ K-S: 0.588 p+ K-S: 0.597

Proton

Iron



TA BR/LR/MD Stereo Preliminary

<Xmax> vs logE

5 August 2014 COSPAR 2014 42 
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• Independently triggered FD and SD data, time 
matching, use all SD information (FD SDP + FD 
timing + SD shower core) —> MD Hybrid 

• Independently triggered FD and SD data, time 
matching, use only single SD information (FD SDP + 
FD timing + SD timing/position) - in progress	



• Hybrid trigger: External SD trigger by FD, use only single 
SD data, efficient in lower energies, implemented in 
late 2009 - in progress

MD/SD Hybrid Reconstruction



MD/SD Hybrid Reconstruction

• MD-FD (refurbished HiRes-I detectors) + SD (>=3)	


• SDP by FD  +  SD shower core 	


• 5-year data

particles tend to interact sooner, and produce a much

larger multiplicity of secondaries on the first interaction,

resulting in a smaller <X

max

> value. The <X

max

> from

the data is compared to a set of Monte Carlo (MC) events

using proton primary particles and a set using iron nuclei

primary particles to determine which set best describes the

data. Actual cosmic rays may have intermediate nuclei

and/or a mixture of heavy and light particles. Because of

statistical limitations this analysis only deals with the two

composition extremes. (2) The distribution of the X

max

value: proton-induced showers have a smaller multiplicity

of particles in the first interaction which results in greater

fluctuations and a wider distribution of Xmax vales (larger

Xmax RMS), while iron-like showers produce a narrower

distribution.

The composition studies in this analysis require the use

of two Monte Carlo sets: one thrown with iron nuclei, and

one thrown with protons. The two sets were thrown in the

same manner, the only di↵erence being the primary parti-

cle. Several hadronic model simulations are used. In what

follows we compare to QGSJET-II-03 [22]. Other model

generators are discussed in Section 8. The proton MC set

contained 21,649 events which would have triggered the

detector in hybrid mode. After quality cuts 10,070 events

remained. The iron MC set contained 24,295 events which

would have triggered the detector. With cuts, 11,335 events

were kept. Figure 2 shows the reconstructed X

max

distri-

butions for energies >1018.2 eV for the proton and iron

MC sets. The mean X

max

value for the proton set is

748 g/cm2, significantly higher than the mean of the iron

set, 674 g/cm2.

Note that though the <X

max

> for the proton set is

deeper than iron, the width of the proton distribution is

significantly wider. The fact that there is significant over-
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Figure 2: The distribution of the shower maximum for the pro-
ton Monte Carlo set (blue), and the iron Monte Carlo set (red)
using QGSJETII-03. These distributions show all events with re-
constructed energies, E >1018.2 eV. Note that the mean X

max

for
the proton data is deeper and that the width of the proton distribu-
tion is significantly wider. The significant overlap between the two
distributions makes an event-by-event identification impossible.
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Figure 3: The MD hybrid X

max

resolution using geometry cuts,
above E >1018.2 eV, for the QGSJETII-03 Monte Carlo sets: shown
is the di↵erence between the reconstructed X

max

values and the
thrown X

max

values for proton induced showers (blue), and iron
induced showers (red).

lap between the two distributions makes event-by-event

composition identification impossible.

Figure 3 shows the reconstructedX

max

resolution (RMS

of the di↵erence between reconstructed and simulated val-

ues), above E >1018.2 eV, for the proton and iron Monte

Carlo, respectively. The overall resolution for the proton

set is 35.1 g/cm2, with a bias of -4.7 g/cm2. The resolution

for the iron set is comparable, with a width of 33.7 g/cm2

and a bias of -0.99 g/cm2. The pattern recognition method

for further improving the resolution is discussed in Sec-

tion 5.
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QGSJET-II-03



Figures 4a and 4b show scatter plots of X
max

values as

a function of their shower energy for the proton and iron

Monte Carlo, respectively. The points with error bars rep-

resent the <X

max

> and error on the mean in each energy

bin. The line is a fit to the <X

max

> values, up to the point

where there is low statistics in the data. The slope of the

line, or elongation rate, is 32 g/cm2/energy decade for the

proton, and 39 g/cm2/energy decade for iron. The mea-

sured elongation rate takes into account the detector and

reconstruction bias that is included in the Monte Carlo,

and therefore does not represent the true elongation rate

of cosmic ray particles. The model dependence of the elon-

gation rate is discussed in Section 8.

Figure 5 shows the overall data/MC comparison of the

X

max

distribution for E >1018.2 eV for the proton and

iron Monte Carlo. The mean X

max

value for the data set

is 743 g/cm2. The binned maximum likelihood estimated

chi-squared test value was calculated to compare the dis-

tributions [23]. Note that the proton distribution is in

much better agreement than the iron distribution.

Figure 6 shows a scatter plot of the data X

max

values

as a function of their energy compared with the proton

and iron Monte Carlo. The proton and iron fitted lines,

or “rails”, are taken from plots 4a and 4b, indicating the

<X

max

> values of showers thrown as protons or iron nu-

clei. The data clearly agree more closely with the proton

rail than the iron rail. Recall that the proton and iron MC

sets have used the same reconstruction programs as well

as the same cuts as the data set.

We conclude that hybrid reconstruction using a sim-

ilar analysis to what was used in HiRes leads to similar

conclusions. The results are independent of the stereo or

hybrid technique.

While an overall look at the X

max

distributions can
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Figure 4: Middle Drum hybrid MC X

max

distribution scatter plot:
(a) proton and (b) iron induced QGSJETII-03 MC are shown, along
with the apparent elongation rate, or slope, of the fit. X

max

values
(grey points) are plotted as a function of energy. The black data
points with error bars represent the <X

max

> values in bins that are
plotted as a function of bin energy. The solid lines are the fits to the
<X

max

> values, up to the energy for which there is low statistics in
the data.
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Figure 5: The data/MC comparisons of the shower maximum
(X
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Figure 6: The five year Middle Drum hybrid composition result using
geometry cuts: the X

max

values (grey points) for each data event
are plotted as a function of energy overlaid with the QGSJETII-03
proton (blue) and iron (red) MC “rails” from Figure 4. The black
data points with error bars represent the data <X
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> values in
11 energy bins that are plotted as a function of bin energy. The
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the energy for which the data has low statistics. The number of
events in each bin are listed below the error bars.

give some insight into the composition of the primary par-

ticles in the data, it does not give a complete picture. The

cosmic ray particle composition could be energy depen-

dent. Therefore, a study of how this distribution evolves

with energy is suitable, and the distribution of the X

max

parameter for the data compared to both MC sets are ex-

amined in smaller energy ranges. However, the current

set of cuts produce an energy dependent X
max

resolution

(Figure 19a). Much of the resolution energy dependence

comes from the increasing number of events at lower en-

ergies that do not show a pronounced shower maximum

in the detector field of view. Reducing the resolution en-

ergy dependence over as large an energy range as possible

will improve the reliability of our conclusions. To this end,

we have developed a pattern recognition program that se-

lects events that have a clear rise and fall before and after

the putative shower maximum. Figure 19b shows the im-

provement in the X
max

resolution energy dependence from

imposing this cut.

5. Description of Pattern Recognition Method

Only events which have a clear rise and fall in FD pho-

ton signal flux versus atmospheric depth contain informa-

tion on X

max

that can be reliably reconstructed. These

events will have the best X

max

resolution. At lower en-

ergies showers are only su�ciently bright to trigger the

detector near shower maximum, resulting in a relatively

flat profile with little curvature (See Figure 13, for exam-

ple). Events with shower maximum either above or below

the field of view of the detector will result in a mono-

tonically increasing or decreasing profile. The position

of shower maximum must then be extrapolated, which

leads to additional errors and a systematic dependence

on the assumed form of the fitting function. While the

e↵ect of these events can be reduced by fitting a Gaisser-

Hillas (GH) function [21] to the profile and demanding

that the resulting position of X
max

be in the field of view,

the issue of a flat profile is not easily dealt with in this

way. Lower energy events have relatively large statistical

errors in signal bins and a simple chi-squared goodness of

fit test to the GH profile will not give a good discrimina-

tion. In fact, many quite flat profile events produce a good

chi-square fit. A di↵erent approach is needed to remove

these events.

A simple pattern recognition method has been created

which rejects flat events, or events which only have a rise or

a fall in signal magnitude, but not both. This significantly

improves the overall X
max

resolution, and the energy de-

pendence of the resolution.

The pattern recognition used is a non-adaptive track

finder similar to those used in particle physics analysis [24].

In this particular case the “track” is the extensive air-

shower profile, and the usual detector “track model” is the

GH function [21]. We use the simplest possible simplifica-

9

MD/SD Hybrid, 5-year

<Xmax> vs logE

MC: QGSJET-II-03

Both p/Fe expectation and data are 
affected by the acceptance bias.



Pattern Recognitions for Shower Profiles

• Motivation: improve Xmax resolution and its energy 
dependence 

• Use only events with a clear rise and fall in FoV 
• Low-energy flat profile events are of poor Xmax 

resolution (with rather good χ2) 
• A machine-learning approach: Pattern recognition 

to select events with a rise and fall using the 
simplest templates: triangle.
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Figure 11: The decision tree branch which sets the minimum limit
on the area of the right triangle, is populated by the right triangle
area calculated from this event. Bins with large errors have been
removed have been removed for display purposes.
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Figure 12: An event which passed the large triangle obliqueness test
but failed the right triangle area test.
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Figure 13: An event which passed the right triangle area test but
failed the large triangle obliqueness test. Bins with large errors have
been removed for display purposes.
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Figure 14: The single passed event which has the minimum value
of large triangle obliqueness, and the maximum value of the right
triangle area of the whole set. This is also the highest energy event at
log10(Energy/eV) = 20.12. Bins with large errors have been removed
for display purposes.
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Figure 13: An event which passed the right triangle area test but
failed the large triangle obliqueness test. Bins with large errors have
been removed for display purposes.
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Xmax Resolution after Geometrical and 
Pattern Recognition Cuts
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Figure 18: Psi (shower-detector plane) angle Data/MC compari-
son for events which pass the pattern recognition with geometry
cuts. The chi-squared test value shows good agreement between
QGSJETII-03 MC and data.

The e↵ect of the geometry cuts being applied in ad-

dition to the pattern recognition cuts gain little by way

of improving the overall energy and X

max

resolution, but

are used to stabilize fluctuations at all energies, and fur-

ther decrease the slope of the resolution dependence on

energy. A comparison of the X

max

resolution dependence

on energy for the simple geometry cuts and the final result

of geometry cuts with pattern recognition is shown in Fig-

ure 19. The final achieved overall resolutions are shown in

Figure 20. The resolution for the proton set is 22.8 g/cm2,

with a bias of �3.67 g/cm2. The resolution for the iron

set is comparable, with a width of 20.6 g/cm2 and a bias

of �2.4 g/cm2.

The total number of data events which pass all cuts

(pattern recognition and geometrical) is 438, correspond-

ing to 22.8% of 1916 reconstructed events in the five year

time period. The percentage of proton MC events that

pass all cuts is 24.0%. The percentage of iron MC events

that pass all cuts is 27.8%. Though there are fewer events

compared to the simple geometry cuts alone, there are an

equal number of events with energy >1019.2 eV.
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Figure 19: X

max

resolution plots showing the energy dependence of
RMS of the di↵erence between QGSJETII-03 MC reconstructed and
thrown X

max

. The top figure is the simple geometry cuts. Bottom
figure is the pattern recognition with geometry cuts MC.
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Figure 20: The final MD hybrid X
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resolution, above
E >1018.2 eV, for the Monte Carlo sets: shown is the di↵erence
between the reconstructed X

max

values and the thrown X

max

val-
ues for QGSJETII-03 MC proton induced showers (blue), and iron
induced showers (red).
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The e↵ect of the geometry cuts being applied in ad-

dition to the pattern recognition cuts gain little by way

of improving the overall energy and X

max

resolution, but

are used to stabilize fluctuations at all energies, and fur-

ther decrease the slope of the resolution dependence on

energy. A comparison of the X

max

resolution dependence

on energy for the simple geometry cuts and the final result

of geometry cuts with pattern recognition is shown in Fig-

ure 19. The final achieved overall resolutions are shown in

Figure 20. The resolution for the proton set is 22.8 g/cm2,

with a bias of �3.67 g/cm2. The resolution for the iron

set is comparable, with a width of 20.6 g/cm2 and a bias

of �2.4 g/cm2.

The total number of data events which pass all cuts

(pattern recognition and geometrical) is 438, correspond-

ing to 22.8% of 1916 reconstructed events in the five year

time period. The percentage of proton MC events that

pass all cuts is 24.0%. The percentage of iron MC events

that pass all cuts is 27.8%. Though there are fewer events

compared to the simple geometry cuts alone, there are an

equal number of events with energy >1019.2 eV.
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Figure 19: X

max

resolution plots showing the energy dependence of
RMS of the di↵erence between QGSJETII-03 MC reconstructed and
thrown X

max

. The top figure is the simple geometry cuts. Bottom
figure is the pattern recognition with geometry cuts MC.
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cuts. The chi-squared test value shows good agreement between
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The e↵ect of the geometry cuts being applied in ad-

dition to the pattern recognition cuts gain little by way

of improving the overall energy and X

max

resolution, but

are used to stabilize fluctuations at all energies, and fur-

ther decrease the slope of the resolution dependence on

energy. A comparison of the X

max

resolution dependence

on energy for the simple geometry cuts and the final result

of geometry cuts with pattern recognition is shown in Fig-

ure 19. The final achieved overall resolutions are shown in

Figure 20. The resolution for the proton set is 22.8 g/cm2,

with a bias of �3.67 g/cm2. The resolution for the iron

set is comparable, with a width of 20.6 g/cm2 and a bias

of �2.4 g/cm2.

The total number of data events which pass all cuts

(pattern recognition and geometrical) is 438, correspond-

ing to 22.8% of 1916 reconstructed events in the five year

time period. The percentage of proton MC events that

pass all cuts is 24.0%. The percentage of iron MC events

that pass all cuts is 27.8%. Though there are fewer events

compared to the simple geometry cuts alone, there are an

equal number of events with energy >1019.2 eV.
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Figure 19: X

max

resolution plots showing the energy dependence of
RMS of the di↵erence between QGSJETII-03 MC reconstructed and
thrown X

max

. The top figure is the simple geometry cuts. Bottom
figure is the pattern recognition with geometry cuts MC.

−150 −100 −50 0 50 100 150
0

100

200

300

400

500

600

N
um

be
r o

f E
ve

nt
s

                                       Xmax
Rec
−Xmax

Thr
  [gm/cm2]

Proton MC

  Mean       −3.67
  RMS         22.8

Iron MC

 Mean       −2.4
 RMS        20.6

Figure 20: The final MD hybrid X

max

resolution, above
E >1018.2 eV, for the Monte Carlo sets: shown is the di↵erence
between the reconstructed X

max

values and the thrown X

max

val-
ues for QGSJETII-03 MC proton induced showers (blue), and iron
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Data/MC Comparisons after Geometrical 
and Pattern Recognition Cuts

ing the X
max

and energy biases produced by applying the

cuts.

The resulting final set of optimized geometry cuts, ap-

plied to the events that passed the pattern recognition

cuts, are listed below. Events which satisfy these inequal-

ities are removed from the data set.

1. Zenith angle > 58�

2. Boundary Distance < �500 m (negative values are

outside the array)

3. Hybrid/Surface Core Di↵erence > 1600 m

4. Geometry Fit �2/DOF > 4.5

5. Start X
max

Bracket < 20 g/cm2

6. End X

max

Bracket < 0 g/cm2

7. Energy < 1018.2 eV

Note that these are similar to, but looser than, the orig-

inal geometrical cuts. For instance, if the shower core is

just outside the array, the event can still be reconstructed

accurately if X
max

is clearly in view of the FD. Previously,

events which fell outside of the array were cut.

To ensure that the detector is accurately modeled, and

biases are not introduced with these cuts, some compar-

isons between MC and data, for shower variable distri-

butions other than X

max

are needed. The zenith angle

distribution (Figure 15), which is expected to have a com-

position dependence, shows that there is better agreement

between the data and proton MC, than between data and

iron MC. This e↵ect has been seen previously [28]. Dis-

tribution comparisons of R
P

(distance of closest approach

of shower to FD), phi (azimuthal angle), and psi (angle

in shower-detector plane) can be found in Figures 16-18.

Data and MC are in good agreement for all of these dis-

tributions. Comparisons between data and MC are also in

agreement as a function of energy.
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Figure 15: Zenith angle Data/MC comparison for events which pass
the pattern recognition with geometry cuts. This distribution is
expected to have a composition dependence. The chi-squared test
value shows better agreement between QGSJETII-03 proton MC and
data than iron.
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Figure 16: R

P

(distance of closest approach of shower to FD)
Data/MC comparison for events which pass the pattern recognition
with geometry cuts. The chi-squared test value shows agreement
between QGSJETII-03 MC and data.
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Figure 17: Phi (azimuthal) angle Data/MC comparison for events
which pass the pattern recognition with geometry cuts. The chi-
squared test value shows good agreement between QGSJETII-03 MC
and data.
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ing the X
max

and energy biases produced by applying the

cuts.

The resulting final set of optimized geometry cuts, ap-

plied to the events that passed the pattern recognition

cuts, are listed below. Events which satisfy these inequal-

ities are removed from the data set.

1. Zenith angle > 58�

2. Boundary Distance < �500 m (negative values are

outside the array)

3. Hybrid/Surface Core Di↵erence > 1600 m

4. Geometry Fit �2/DOF > 4.5

5. Start X
max

Bracket < 20 g/cm2

6. End X

max

Bracket < 0 g/cm2

7. Energy < 1018.2 eV

Note that these are similar to, but looser than, the orig-

inal geometrical cuts. For instance, if the shower core is

just outside the array, the event can still be reconstructed

accurately if X
max

is clearly in view of the FD. Previously,

events which fell outside of the array were cut.

To ensure that the detector is accurately modeled, and

biases are not introduced with these cuts, some compar-

isons between MC and data, for shower variable distri-

butions other than X

max

are needed. The zenith angle

distribution (Figure 15), which is expected to have a com-

position dependence, shows that there is better agreement

between the data and proton MC, than between data and

iron MC. This e↵ect has been seen previously [28]. Dis-

tribution comparisons of R
P

(distance of closest approach

of shower to FD), phi (azimuthal angle), and psi (angle

in shower-detector plane) can be found in Figures 16-18.

Data and MC are in good agreement for all of these dis-

tributions. Comparisons between data and MC are also in

agreement as a function of energy.
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which pass the pattern recognition with geometry cuts. The chi-
squared test value shows good agreement between QGSJETII-03 MC
and data.
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ing the X
max

and energy biases produced by applying the

cuts.

The resulting final set of optimized geometry cuts, ap-

plied to the events that passed the pattern recognition

cuts, are listed below. Events which satisfy these inequal-

ities are removed from the data set.

1. Zenith angle > 58�

2. Boundary Distance < �500 m (negative values are

outside the array)

3. Hybrid/Surface Core Di↵erence > 1600 m

4. Geometry Fit �2/DOF > 4.5

5. Start X
max

Bracket < 20 g/cm2

6. End X

max

Bracket < 0 g/cm2

7. Energy < 1018.2 eV

Note that these are similar to, but looser than, the orig-

inal geometrical cuts. For instance, if the shower core is

just outside the array, the event can still be reconstructed

accurately if X
max

is clearly in view of the FD. Previously,

events which fell outside of the array were cut.

To ensure that the detector is accurately modeled, and

biases are not introduced with these cuts, some compar-

isons between MC and data, for shower variable distri-

butions other than X

max

are needed. The zenith angle

distribution (Figure 15), which is expected to have a com-

position dependence, shows that there is better agreement

between the data and proton MC, than between data and

iron MC. This e↵ect has been seen previously [28]. Dis-

tribution comparisons of R
P

(distance of closest approach

of shower to FD), phi (azimuthal angle), and psi (angle

in shower-detector plane) can be found in Figures 16-18.

Data and MC are in good agreement for all of these dis-

tributions. Comparisons between data and MC are also in

agreement as a function of energy.

Nu
m

be
r o

f E
ve

nt
s

                            Events: 438              Zenith  [deg]
 

 

0 10 20 30 40 50 60 70 80
0

10

20

30

40

50

60

70

80

90

Data
Proton
Iron

Chi2 per DOF
Proton MC 44.4/11

Iron MC 117/11

Data

 Mean       40.5
 RMS        11.7

Proton MC

 Mean        39.7
RMS           11

Iron MC

 Mean        35.6
 RMS         12.4

Figure 15: Zenith angle Data/MC comparison for events which pass
the pattern recognition with geometry cuts. This distribution is
expected to have a composition dependence. The chi-squared test
value shows better agreement between QGSJETII-03 proton MC and
data than iron.
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Figure 16: R

P

(distance of closest approach of shower to FD)
Data/MC comparison for events which pass the pattern recognition
with geometry cuts. The chi-squared test value shows agreement
between QGSJETII-03 MC and data.
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Figure 17: Phi (azimuthal) angle Data/MC comparison for events
which pass the pattern recognition with geometry cuts. The chi-
squared test value shows good agreement between QGSJETII-03 MC
and data.

14

Nu
m

be
r o

f E
ve

nt
s

                            Events: 438                    Psi  [deg]
 

 

20 40 60 80 100 120 140 160 180
0

10

20

30

40

50

60

70

80
Data
Proton MC
Iron MC

Chi2 per DOF
Proton MC 17.6/11

Iron MC 25/11

Data

 Mean       93.4
 RMS        29.7

Proton MC

 Mean        91.1
 RMS         30.6

Iron MC

 Mean          94
 RMS        27.2

Figure 18: Psi (shower-detector plane) angle Data/MC compari-
son for events which pass the pattern recognition with geometry
cuts. The chi-squared test value shows good agreement between
QGSJETII-03 MC and data.

The e↵ect of the geometry cuts being applied in ad-

dition to the pattern recognition cuts gain little by way

of improving the overall energy and X

max

resolution, but

are used to stabilize fluctuations at all energies, and fur-

ther decrease the slope of the resolution dependence on

energy. A comparison of the X

max

resolution dependence

on energy for the simple geometry cuts and the final result

of geometry cuts with pattern recognition is shown in Fig-

ure 19. The final achieved overall resolutions are shown in

Figure 20. The resolution for the proton set is 22.8 g/cm2,

with a bias of �3.67 g/cm2. The resolution for the iron

set is comparable, with a width of 20.6 g/cm2 and a bias

of �2.4 g/cm2.

The total number of data events which pass all cuts

(pattern recognition and geometrical) is 438, correspond-

ing to 22.8% of 1916 reconstructed events in the five year

time period. The percentage of proton MC events that

pass all cuts is 24.0%. The percentage of iron MC events

that pass all cuts is 27.8%. Though there are fewer events

compared to the simple geometry cuts alone, there are an

equal number of events with energy >1019.2 eV.
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Figure 19: X

max

resolution plots showing the energy dependence of
RMS of the di↵erence between QGSJETII-03 MC reconstructed and
thrown X

max

. The top figure is the simple geometry cuts. Bottom
figure is the pattern recognition with geometry cuts MC.
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resolution, above
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Figure 23: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.20 < log10(E) < 18.4 eV.
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Figure 24: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.4 < log10(E) < 18.6 eV.
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Figure 25: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.6 < log10(E) < 18.8 eV.
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Figure 26: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.8 < log10(E) < 19.0 eV.
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Figure 27: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = log10(E) > 19 eV.
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Figure 23: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.20 < log10(E) < 18.4 eV.

Nu
m

be
r o

f E
ve

nt
s

                        Events: 119                 Xmax  [gm/cm2]

 

 

500 600 700 800 900 1000 1100
0

10

20

30

40

50
Data
Proton MC
Iron MC

Chi2 per DOF
Proton MC 11.2/19

Iron MC 484/9

Data

 <Xmax>    745
 <Energy>  18.5

Proton MC

 <Xmax>   749
 <Energy>  18.5

Iron MC

 <Xmax>   672
 <Energy>  18.5

Figure 24: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.4 < log10(E) < 18.6 eV.
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Figure 25: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.6 < log10(E) < 18.8 eV.
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Figure 26: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.8 < log10(E) < 19.0 eV.
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Figure 27: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = log10(E) > 19 eV.
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the elongation rate is concerned (See Figure 28).

Note that since the estimated systematic uncertainty

of the mean X

max

is 16.3 g/cm2 and the statistical uncer-

tainty (as shown in Figure 21) is 9.4 g/cm2, both QGSJET-

I-c and QGSJET-II-03 are in reasonable agreement with

the data for a light, largely protonic composition. The

SIBYLL 2.1 model [30] for protons is 20-30 g/cm2 deeper

than the data elongation rate. If the SIBYLL 2.1 model

is correct, it would require an admixture of alpha parti-

cles and CNO nuclei to the protons to describe the data

precisely. More recent hadronic models are in progress. A

recent monocular FD composition study shows that when

compared to SIBYLL 2.1, QGSJETII-04 is only ⇠2 g/cm2

shallower and EPOS-LHC is expected to give a 20 g/cm2

deeper X
max

result [31].

The PAO results indicate an RMS narrowing of the

X

max

distribution relative to expectations for protons at

energies greater than 1018.5 eV. At the current level of

statistics this paper cannot support or rule out such an ef-

fect because of statistical sampling bias, particularly at the

highest energies. Definitive statements about this claim

await the completed analysis of additional hybrid data

from the Black Rock and Long Ridge fluorescence detector

sites as well as purely stereo data from all three sites.

9. Conclusion

The importance of this paper is in its use of fluores-

cence detectors, identical to HiRes, with a hybrid recon-

struction technique. The HiRes composition result used a

stereo reconstruction method while this paper uses a hy-

brid technique similar to one used by the PAO group. It

is therefore important that the current hybrid TA data is

in good agreement with the HiRes results as this indicates

that di↵erences in aperture, reconstruction and modeling

[63] [77]
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Figure 21: The final five year Middle Drum hybrid composition result
using pattern recognition and geometry cuts: the X

max

values (grey
points) for each data event are plotted as a function of energy overlaid
with the QGSJETII-03 proton (blue) and iron (red) MC “rails”. The
black data points with error bars represent the <X

max

> values in
11 energy bins that are plotted as a function of bin energy. The
black rail is a fit to these binned values. The rails are fitted up to
the energy for which the data has low statistics. The number of
events in each bin are listed below the error bars.
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Figure 22: The data/MC comparisons of the shower maximum
(X

max

) for E >1018.2 eV: the distribution of measurements is shown
for the data (black points with error bars) with the QGSJETII-03
proton MC (blue), and the iron MC (red) histograms. The MC has
been normalized to the area of the data. The binned maximum likeli-
hood estimated chi-squared test values show much better agreement
between data and proton. Data is not in agreement with iron.
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Figure 23: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.20 < log10(E) < 18.4 eV.
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Figure 24: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.4 < log10(E) < 18.6 eV.
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Figure 25: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.6 < log10(E) < 18.8 eV.
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Figure 26: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.8 < log10(E) < 19.0 eV.
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Figure 27: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = log10(E) > 19 eV.
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Figure 23: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.20 < log10(E) < 18.4 eV.
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Figure 24: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.4 < log10(E) < 18.6 eV.
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Figure 25: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.6 < log10(E) < 18.8 eV.
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Figure 26: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.8 < log10(E) < 19.0 eV.
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Figure 27: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = log10(E) > 19 eV.
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Figure 23: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.20 < log10(E) < 18.4 eV.
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Figure 24: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.4 < log10(E) < 18.6 eV.
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Figure 25: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.6 < log10(E) < 18.8 eV.
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Figure 26: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = 18.8 < log10(E) < 19.0 eV.
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Figure 27: The X

max

distributions from the data (black points),
QGSJETII-03 proton MC (blue histogram), and iron MC (red his-
togram): energy range = log10(E) > 19 eV.
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Figure 28: The final Middle Drum hybrid composition result using
geometry and pattern recognition cuts for QGSJET-01c, QGSJETII-
03, and SIBYLL 2.1 hadronic models. Data are the black points with
error bars. The solid black line is a fit to the data. Colored lines are
fits to MC. Blue is proton and red is iron. The green hashed box
indicates the total systematic error on <X

max

>.

by Monte Carlo simulations do not lead to any significant

systematic di↵erences in the final physics result in the case

of identical fluorescence detectors.

The measured average X

max

at 1019 eV is

751±16.3 sys.±9.4 stat. g/cm2 and the elongation rate is

24.3±3.8 sys.±6.5 stat. g/cm2. Assuming a purely pro-

tonic composition, the QGSJETII-03 model, and taking

into account all reconstruction and acceptance biases, we

would expect the averageX
max

at 1019 eV to be 753 g/cm2

and the elongation rate to be 31 g/cm2 per energy decade.

Considering the fact that TA hybrid and PAO hybrid

data have di↵erent acceptances and analysis techniques a

direct comparison of the results can be misleading. De-

tailed comparisons using a set of simulated events from a

mix of elements that are in good agreement with the PAO

data are in progress [32]. Such a mix can be input into the

TA hybrid simulation and reconstruction programs and

the result will be a prediction of what TA should observe

given a composition inferred from PAO data. A direct

comparison with the TA data can then be made. Since

this work is in progress, we simply remark that a light,

nearly protonic, composition is in good agreement with

the data for both simple geometric cuts and pattern recog-

nition cuts that result in improved X

max

resolution.
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<Xmax> vs logE



p-Air Cross Section



Measuring p-air cross section 
with FD data

!4

or any other indirect observation technique. This makes
it impossible to measure a distribution of the first in-
teraction slant depth, X1, and, thus, the p–air inelastic
cross-section directly. Figure 1 shows a Monte Carlo sim-
ulated X1 distribution for protons at 1018.5 eV.
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FIG. 1: Monte Carlo simulated depth of the first interaction
distribution.

After the first interaction, the number of secondary
particles continues to grow as more energy of the primary
particle is dumped into the air. At some depth, ioniza-
tion losses start to exceed bremsstrahlung and the num-
ber of secondary particles starts to decline. This depth
is called the depth of the shower maximum, Xmax. A
significant part of the air shower profile can be observed
by an air fluoresce detector, making the air fluorescence
observation technique the best for the measurement of
the primary particle energy and Xmax. These measure-
ments can also be used to deconvolute the p–air inelastic
cross-section.

The Fly’s Eye air fluorescence experiment published
result is the p-air inelastic cross-section at 1017.6 using
the Xmax distribution, (see Figure 2), [1].

The assumption in this analysis was that the distribu-
tion of the point of first interaction propagates into the
Xmax distribution, manifesting itself in the slope of the
Xmax distribution tail. The tail of the Xmax distribution
is then approximated by an exponent, e−

x
Λ . The index

Λ is proportional to the proton interaction length in the
air:

Λ = kλp−air . (1)

The coefficient k is found from the Monte Carlo simula-
tions assuming a hadronic interaction model.

Ground array experiments have made cross-section
measurements at six energy bins from 1016.3 to 1017.5

eV, [2] and at 1015.3 eV [3]. These experiments mea-
sured the proton mean free path in the atmosphere from
the frequency attenuation rate at different zenith angles

FIG. 2: Fly’s Eye Xmax distribution [1].

for the selected showers in the narrow energy range [3].
The cross-section value is obtained from equation 1.

Figure 3 shows the published p-air inelastic cross-
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FIG. 3: Cross-section measurements and theoretical predic-
tions.

section measurements at ultra-high energy together with
the extrapolation of theoretical models. Since these mea-
surements rely on the theoretical models for the k–factor,
there is a significant correlation between the experimen-
tal data and theoretical predictions. Indeed, the models
changed significantly since the measurements were pub-
lished. Using the newer models for the Monte Carlo sim-
ulations one will obtain new values for the coefficient k
and, thus, for the cross-sections. This brings the exper-
imental data into a better agreement with the theory
[4], but demonstrates that these measurements strongly
depend on the theoretical assumptions. Figures 3 (old
k–factor) and 22 (new k–factor) illustrate the model de-
pendance. The measurement technique proposed in this
work significantly reduces this dependance, making the
CR measurements more trustworthy.

⨂

III. THE HIRES DETECTOR.

The HiRes stereo fluorescence detector consisted of two
fluorescence stations separated by 12.6 km and located
in Dugway Proving Ground, about 120 miles from Salt
Lake City, Utah.

The first detector station, HiRes1, began observations
in May 1997. It consists of 20 spherical mirrors with
3.84 m2 effective area. The mirrors are arranged in a
single ring covering 3◦ − 17◦ in elevation and 280◦ in
azimuth field of view. 256 photo-multiplier tubes (PMT)
are arranged in 16×16 grid to form a UV sensitive camera
which is placed in the mirror focal plane. Each PMT has
about 1◦ field of view. The camera is covered with UV
filter to reduce the noise from visible light. The detector
uses sample and hold electronics.

The second detector station, HiRes2, began observa-
tions in December 1999. It has 42 mirrors and UV cam-
eras similar to the HiRes1, but arranged in two rings
covering 3◦−31◦ in elevation and about 300◦ in azimuth
field of view. It uses FADC electronics. A detailed de-
scription of the HiRes stereo detector can be found in
[5].

While the detector stations operated independently,
many air showers were seen by both stations, giving the
stereoscopic view. In case of the stereo observations, the
geometry of the air showers is reconstructed more accu-
rately allowing for a better energy and Xmax resolution.
The later is of a great importance for this work.

IV. DECONVOLUTION MEASUREMENT
TECHNIQUE.

The air fluorescence observation technique allows us to
see most of the air shower profile and measure the pri-
mary particle energy and Xmax. The Xmax distribution
for the events in an energy bin can be used to measure
the p-air inelastic cross-section. The cross-section mea-
surement technique used in [1] has two major drawbacks
however. First, there is a significant dependance on the
interaction model used for the Monte Carlo simulations.
Second, only the tail of the Xmax distribution is used.
This reduces the usable statistics and leads to poor sta-
bility of the fit. In order to overcome these drawbacks
we propose a different approach.

The Xmax distribution can be considered as a convolu-
tion of two distributions. The first one is the distribution
of the depth of the first interaction. A Monte Carlo sim-
ulated distribution of the first interaction depth is shown
on Figure 1. This is the classical statistical distribution.
It can be approximated by an exponent:

N1(x) = e−x/λp−air , (2)

where N1 is the number of interactions at the depth x
and index λp−air is the proton interaction length in the
air. Since the point of first interaction is not observable,

λp−air can not be measured directly, thus, the λp−air has
to be obtained from the Xmax distribution. The second
distribution of the convolution is the distribution of the
depth X ′ = Xmax−X1. This value can be calculated for
each Monte Carlo simulated air shower. The X ′ distri-
bution for many showers at fixed energy is shown on the
Figure 4. The X ′ distribution can be approximated by a
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FIG. 4: X ′ distribution.

power-exponent function:

P = [
xmax − x1 − xpeak + αΛ′

m

e
]αe

−
xmax−x1−xpeak

Λ′
m dx1.

(3)
The function 3 has three parameters: α, Λ′

m and xpeak.
These parameters as a function of energy are studied from
Monte Carlo simulations, thus, the function 3 becomes a
known function of energy. Separating the first interac-
tion, from the subsequent lower energy portion of the
showers, atmospheric development, significantly reduces
the Monte Carlo simulations dependance on the interac-
tion model. At lower energies all models are in a good
agreement with each other and with the experimental
data.

TheXmax distribution is then approximated by a func-
tion, which is a convolution of the functions 2 and 3:

f(xm) = N

∫ xm−xpeak+αΛ′

m

0

e
−

x1
λp−air ×

× [
xm − x1 − xpeak + αΛ′

m

e
]αe

−
xm−x1−xpeak

Λ′
m dx1

(4)

where N is a normalization factor.
A Monte Carlo simulated Xmax distribution approxi-

mated by function 4 is shown on Figure 5. The plot on
Figure 5 shows Xmax distribution for the Monte Carlo
simulated air showers reconstructed by the HiRes detec-
tor software.

Besides the normalization, function 4 has only one fit-
ting parameter - λp−air. The other parameters are fixed
from the lower-energy Monte Carlo simulations. Thus,
the proton interaction length in the air can be obtained
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26 Moyal Distribution

26.1 Introduction

The Moyal distribution is given by
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for real values of z. A scale shift and a scale factor is introduced by making the standardized
variable z = (x� µ)/� and hence the distribution in the variable x is given by
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Without loss of generality we treat the Moyal distribution in its simpler form, f(z), in this
document. Properties for g(x) are easily obtained from these results which is sometimes
indicated.

The Moyal distribution is a universal form for

(a) the energy loss by ionization for a fast charged particle and

(b) the number of ion pairs produced in this process.

It was proposed by J. E. Moyal [35] as a good approximation to the Landau distribution.
It was also shown that it remains valid taking into account quantum resonance e↵ects and
details of atomic structure of the absorber.

Figure 18: The Moyal distribution

The distribution, shown in figure 18, has a mode at z = 0 and is positively skewed.
This implies that the mode of the x�distribution, g(x), is equal to the parameter µ.
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or any other indirect observation technique. This makes
it impossible to measure a distribution of the first in-
teraction slant depth, X1, and, thus, the p–air inelastic
cross-section directly. Figure 1 shows a Monte Carlo sim-
ulated X1 distribution for protons at 1018.5 eV.
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FIG. 1: Monte Carlo simulated depth of the first interaction
distribution.

After the first interaction, the number of secondary
particles continues to grow as more energy of the primary
particle is dumped into the air. At some depth, ioniza-
tion losses start to exceed bremsstrahlung and the num-
ber of secondary particles starts to decline. This depth
is called the depth of the shower maximum, Xmax. A
significant part of the air shower profile can be observed
by an air fluoresce detector, making the air fluorescence
observation technique the best for the measurement of
the primary particle energy and Xmax. These measure-
ments can also be used to deconvolute the p–air inelastic
cross-section.

The Fly’s Eye air fluorescence experiment published
result is the p-air inelastic cross-section at 1017.6 using
the Xmax distribution, (see Figure 2), [1].

The assumption in this analysis was that the distribu-
tion of the point of first interaction propagates into the
Xmax distribution, manifesting itself in the slope of the
Xmax distribution tail. The tail of the Xmax distribution
is then approximated by an exponent, e−

x
Λ . The index

Λ is proportional to the proton interaction length in the
air:

Λ = kλp−air . (1)

The coefficient k is found from the Monte Carlo simula-
tions assuming a hadronic interaction model.

Ground array experiments have made cross-section
measurements at six energy bins from 1016.3 to 1017.5

eV, [2] and at 1015.3 eV [3]. These experiments mea-
sured the proton mean free path in the atmosphere from
the frequency attenuation rate at different zenith angles

FIG. 2: Fly’s Eye Xmax distribution [1].

for the selected showers in the narrow energy range [3].
The cross-section value is obtained from equation 1.

Figure 3 shows the published p-air inelastic cross-
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FIG. 3: Cross-section measurements and theoretical predic-
tions.

section measurements at ultra-high energy together with
the extrapolation of theoretical models. Since these mea-
surements rely on the theoretical models for the k–factor,
there is a significant correlation between the experimen-
tal data and theoretical predictions. Indeed, the models
changed significantly since the measurements were pub-
lished. Using the newer models for the Monte Carlo sim-
ulations one will obtain new values for the coefficient k
and, thus, for the cross-sections. This brings the exper-
imental data into a better agreement with the theory
[4], but demonstrates that these measurements strongly
depend on the theoretical assumptions. Figures 3 (old
k–factor) and 22 (new k–factor) illustrate the model de-
pendance. The measurement technique proposed in this
work significantly reduces this dependance, making the
CR measurements more trustworthy.
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III. THE HIRES DETECTOR.

The HiRes stereo fluorescence detector consisted of two
fluorescence stations separated by 12.6 km and located
in Dugway Proving Ground, about 120 miles from Salt
Lake City, Utah.

The first detector station, HiRes1, began observations
in May 1997. It consists of 20 spherical mirrors with
3.84 m2 effective area. The mirrors are arranged in a
single ring covering 3◦ − 17◦ in elevation and 280◦ in
azimuth field of view. 256 photo-multiplier tubes (PMT)
are arranged in 16×16 grid to form a UV sensitive camera
which is placed in the mirror focal plane. Each PMT has
about 1◦ field of view. The camera is covered with UV
filter to reduce the noise from visible light. The detector
uses sample and hold electronics.

The second detector station, HiRes2, began observa-
tions in December 1999. It has 42 mirrors and UV cam-
eras similar to the HiRes1, but arranged in two rings
covering 3◦−31◦ in elevation and about 300◦ in azimuth
field of view. It uses FADC electronics. A detailed de-
scription of the HiRes stereo detector can be found in
[5].

While the detector stations operated independently,
many air showers were seen by both stations, giving the
stereoscopic view. In case of the stereo observations, the
geometry of the air showers is reconstructed more accu-
rately allowing for a better energy and Xmax resolution.
The later is of a great importance for this work.

IV. DECONVOLUTION MEASUREMENT
TECHNIQUE.

The air fluorescence observation technique allows us to
see most of the air shower profile and measure the pri-
mary particle energy and Xmax. The Xmax distribution
for the events in an energy bin can be used to measure
the p-air inelastic cross-section. The cross-section mea-
surement technique used in [1] has two major drawbacks
however. First, there is a significant dependance on the
interaction model used for the Monte Carlo simulations.
Second, only the tail of the Xmax distribution is used.
This reduces the usable statistics and leads to poor sta-
bility of the fit. In order to overcome these drawbacks
we propose a different approach.

The Xmax distribution can be considered as a convolu-
tion of two distributions. The first one is the distribution
of the depth of the first interaction. A Monte Carlo sim-
ulated distribution of the first interaction depth is shown
on Figure 1. This is the classical statistical distribution.
It can be approximated by an exponent:

N1(x) = e−x/λp−air , (2)

where N1 is the number of interactions at the depth x
and index λp−air is the proton interaction length in the
air. Since the point of first interaction is not observable,

λp−air can not be measured directly, thus, the λp−air has
to be obtained from the Xmax distribution. The second
distribution of the convolution is the distribution of the
depth X ′ = Xmax−X1. This value can be calculated for
each Monte Carlo simulated air shower. The X ′ distri-
bution for many showers at fixed energy is shown on the
Figure 4. The X ′ distribution can be approximated by a
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FIG. 4: X ′ distribution.
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The function 3 has three parameters: α, Λ′

m and xpeak.
These parameters as a function of energy are studied from
Monte Carlo simulations, thus, the function 3 becomes a
known function of energy. Separating the first interac-
tion, from the subsequent lower energy portion of the
showers, atmospheric development, significantly reduces
the Monte Carlo simulations dependance on the interac-
tion model. At lower energies all models are in a good
agreement with each other and with the experimental
data.

TheXmax distribution is then approximated by a func-
tion, which is a convolution of the functions 2 and 3:

f(xm) = N

∫ xm−xpeak+αΛ′

m

0

e
−

x1
λp−air ×

× [
xm − x1 − xpeak + αΛ′

m

e
]αe

−
xm−x1−xpeak

Λ′
m dx1

(4)

where N is a normalization factor.
A Monte Carlo simulated Xmax distribution approxi-

mated by function 4 is shown on Figure 5. The plot on
Figure 5 shows Xmax distribution for the Monte Carlo
simulated air showers reconstructed by the HiRes detec-
tor software.

Besides the normalization, function 4 has only one fit-
ting parameter - λp−air. The other parameters are fixed
from the lower-energy Monte Carlo simulations. Thus,
the proton interaction length in the air can be obtained
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The HiRes stereo fluorescence detector consisted of two
fluorescence stations separated by 12.6 km and located
in Dugway Proving Ground, about 120 miles from Salt
Lake City, Utah.

The first detector station, HiRes1, began observations
in May 1997. It consists of 20 spherical mirrors with
3.84 m2 effective area. The mirrors are arranged in a
single ring covering 3◦ − 17◦ in elevation and 280◦ in
azimuth field of view. 256 photo-multiplier tubes (PMT)
are arranged in 16×16 grid to form a UV sensitive camera
which is placed in the mirror focal plane. Each PMT has
about 1◦ field of view. The camera is covered with UV
filter to reduce the noise from visible light. The detector
uses sample and hold electronics.
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tions in December 1999. It has 42 mirrors and UV cam-
eras similar to the HiRes1, but arranged in two rings
covering 3◦−31◦ in elevation and about 300◦ in azimuth
field of view. It uses FADC electronics. A detailed de-
scription of the HiRes stereo detector can be found in
[5].

While the detector stations operated independently,
many air showers were seen by both stations, giving the
stereoscopic view. In case of the stereo observations, the
geometry of the air showers is reconstructed more accu-
rately allowing for a better energy and Xmax resolution.
The later is of a great importance for this work.
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A Monte Carlo simulated Xmax distribution approxi-
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Figure 5 shows Xmax distribution for the Monte Carlo
simulated air showers reconstructed by the HiRes detec-
tor software.
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Without loss of generality we treat the Moyal distribution in its simpler form, f(z), in this
document. Properties for g(x) are easily obtained from these results which is sometimes
indicated.

The Moyal distribution is a universal form for

(a) the energy loss by ionization for a fast charged particle and

(b) the number of ion pairs produced in this process.

It was proposed by J. E. Moyal [35] as a good approximation to the Landau distribution.
It was also shown that it remains valid taking into account quantum resonance e↵ects and
details of atomic structure of the absorber.

Figure 18: The Moyal distribution

The distribution, shown in figure 18, has a mode at z = 0 and is positively skewed.
This implies that the mode of the x�distribution, g(x), is equal to the parameter µ.
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or any other indirect observation technique. This makes
it impossible to measure a distribution of the first in-
teraction slant depth, X1, and, thus, the p–air inelastic
cross-section directly. Figure 1 shows a Monte Carlo sim-
ulated X1 distribution for protons at 1018.5 eV.
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FIG. 1: Monte Carlo simulated depth of the first interaction
distribution.

After the first interaction, the number of secondary
particles continues to grow as more energy of the primary
particle is dumped into the air. At some depth, ioniza-
tion losses start to exceed bremsstrahlung and the num-
ber of secondary particles starts to decline. This depth
is called the depth of the shower maximum, Xmax. A
significant part of the air shower profile can be observed
by an air fluoresce detector, making the air fluorescence
observation technique the best for the measurement of
the primary particle energy and Xmax. These measure-
ments can also be used to deconvolute the p–air inelastic
cross-section.

The Fly’s Eye air fluorescence experiment published
result is the p-air inelastic cross-section at 1017.6 using
the Xmax distribution, (see Figure 2), [1].

The assumption in this analysis was that the distribu-
tion of the point of first interaction propagates into the
Xmax distribution, manifesting itself in the slope of the
Xmax distribution tail. The tail of the Xmax distribution
is then approximated by an exponent, e−

x
Λ . The index

Λ is proportional to the proton interaction length in the
air:

Λ = kλp−air . (1)

The coefficient k is found from the Monte Carlo simula-
tions assuming a hadronic interaction model.

Ground array experiments have made cross-section
measurements at six energy bins from 1016.3 to 1017.5

eV, [2] and at 1015.3 eV [3]. These experiments mea-
sured the proton mean free path in the atmosphere from
the frequency attenuation rate at different zenith angles

FIG. 2: Fly’s Eye Xmax distribution [1].

for the selected showers in the narrow energy range [3].
The cross-section value is obtained from equation 1.

Figure 3 shows the published p-air inelastic cross-
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FIG. 3: Cross-section measurements and theoretical predic-
tions.

section measurements at ultra-high energy together with
the extrapolation of theoretical models. Since these mea-
surements rely on the theoretical models for the k–factor,
there is a significant correlation between the experimen-
tal data and theoretical predictions. Indeed, the models
changed significantly since the measurements were pub-
lished. Using the newer models for the Monte Carlo sim-
ulations one will obtain new values for the coefficient k
and, thus, for the cross-sections. This brings the exper-
imental data into a better agreement with the theory
[4], but demonstrates that these measurements strongly
depend on the theoretical assumptions. Figures 3 (old
k–factor) and 22 (new k–factor) illustrate the model de-
pendance. The measurement technique proposed in this
work significantly reduces this dependance, making the
CR measurements more trustworthy.

⨂

III. THE HIRES DETECTOR.

The HiRes stereo fluorescence detector consisted of two
fluorescence stations separated by 12.6 km and located
in Dugway Proving Ground, about 120 miles from Salt
Lake City, Utah.

The first detector station, HiRes1, began observations
in May 1997. It consists of 20 spherical mirrors with
3.84 m2 effective area. The mirrors are arranged in a
single ring covering 3◦ − 17◦ in elevation and 280◦ in
azimuth field of view. 256 photo-multiplier tubes (PMT)
are arranged in 16×16 grid to form a UV sensitive camera
which is placed in the mirror focal plane. Each PMT has
about 1◦ field of view. The camera is covered with UV
filter to reduce the noise from visible light. The detector
uses sample and hold electronics.

The second detector station, HiRes2, began observa-
tions in December 1999. It has 42 mirrors and UV cam-
eras similar to the HiRes1, but arranged in two rings
covering 3◦−31◦ in elevation and about 300◦ in azimuth
field of view. It uses FADC electronics. A detailed de-
scription of the HiRes stereo detector can be found in
[5].

While the detector stations operated independently,
many air showers were seen by both stations, giving the
stereoscopic view. In case of the stereo observations, the
geometry of the air showers is reconstructed more accu-
rately allowing for a better energy and Xmax resolution.
The later is of a great importance for this work.

IV. DECONVOLUTION MEASUREMENT
TECHNIQUE.

The air fluorescence observation technique allows us to
see most of the air shower profile and measure the pri-
mary particle energy and Xmax. The Xmax distribution
for the events in an energy bin can be used to measure
the p-air inelastic cross-section. The cross-section mea-
surement technique used in [1] has two major drawbacks
however. First, there is a significant dependance on the
interaction model used for the Monte Carlo simulations.
Second, only the tail of the Xmax distribution is used.
This reduces the usable statistics and leads to poor sta-
bility of the fit. In order to overcome these drawbacks
we propose a different approach.

The Xmax distribution can be considered as a convolu-
tion of two distributions. The first one is the distribution
of the depth of the first interaction. A Monte Carlo sim-
ulated distribution of the first interaction depth is shown
on Figure 1. This is the classical statistical distribution.
It can be approximated by an exponent:

N1(x) = e−x/λp−air , (2)

where N1 is the number of interactions at the depth x
and index λp−air is the proton interaction length in the
air. Since the point of first interaction is not observable,

λp−air can not be measured directly, thus, the λp−air has
to be obtained from the Xmax distribution. The second
distribution of the convolution is the distribution of the
depth X ′ = Xmax−X1. This value can be calculated for
each Monte Carlo simulated air shower. The X ′ distri-
bution for many showers at fixed energy is shown on the
Figure 4. The X ′ distribution can be approximated by a
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The function 3 has three parameters: α, Λ′

m and xpeak.
These parameters as a function of energy are studied from
Monte Carlo simulations, thus, the function 3 becomes a
known function of energy. Separating the first interac-
tion, from the subsequent lower energy portion of the
showers, atmospheric development, significantly reduces
the Monte Carlo simulations dependance on the interac-
tion model. At lower energies all models are in a good
agreement with each other and with the experimental
data.

TheXmax distribution is then approximated by a func-
tion, which is a convolution of the functions 2 and 3:
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where N is a normalization factor.
A Monte Carlo simulated Xmax distribution approxi-

mated by function 4 is shown on Figure 5. The plot on
Figure 5 shows Xmax distribution for the Monte Carlo
simulated air showers reconstructed by the HiRes detec-
tor software.

Besides the normalization, function 4 has only one fit-
ting parameter - λp−air. The other parameters are fixed
from the lower-energy Monte Carlo simulations. Thus,
the proton interaction length in the air can be obtained
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Without loss of generality we treat the Moyal distribution in its simpler form, f(z), in this
document. Properties for g(x) are easily obtained from these results which is sometimes
indicated.

The Moyal distribution is a universal form for

(a) the energy loss by ionization for a fast charged particle and

(b) the number of ion pairs produced in this process.

It was proposed by J. E. Moyal [35] as a good approximation to the Landau distribution.
It was also shown that it remains valid taking into account quantum resonance e↵ects and
details of atomic structure of the absorber.

Figure 18: The Moyal distribution

The distribution, shown in figure 18, has a mode at z = 0 and is positively skewed.
This implies that the mode of the x�distribution, g(x), is equal to the parameter µ.
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or any other indirect observation technique. This makes
it impossible to measure a distribution of the first in-
teraction slant depth, X1, and, thus, the p–air inelastic
cross-section directly. Figure 1 shows a Monte Carlo sim-
ulated X1 distribution for protons at 1018.5 eV.
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FIG. 1: Monte Carlo simulated depth of the first interaction
distribution.

After the first interaction, the number of secondary
particles continues to grow as more energy of the primary
particle is dumped into the air. At some depth, ioniza-
tion losses start to exceed bremsstrahlung and the num-
ber of secondary particles starts to decline. This depth
is called the depth of the shower maximum, Xmax. A
significant part of the air shower profile can be observed
by an air fluoresce detector, making the air fluorescence
observation technique the best for the measurement of
the primary particle energy and Xmax. These measure-
ments can also be used to deconvolute the p–air inelastic
cross-section.

The Fly’s Eye air fluorescence experiment published
result is the p-air inelastic cross-section at 1017.6 using
the Xmax distribution, (see Figure 2), [1].

The assumption in this analysis was that the distribu-
tion of the point of first interaction propagates into the
Xmax distribution, manifesting itself in the slope of the
Xmax distribution tail. The tail of the Xmax distribution
is then approximated by an exponent, e−

x
Λ . The index

Λ is proportional to the proton interaction length in the
air:

Λ = kλp−air . (1)

The coefficient k is found from the Monte Carlo simula-
tions assuming a hadronic interaction model.

Ground array experiments have made cross-section
measurements at six energy bins from 1016.3 to 1017.5

eV, [2] and at 1015.3 eV [3]. These experiments mea-
sured the proton mean free path in the atmosphere from
the frequency attenuation rate at different zenith angles

FIG. 2: Fly’s Eye Xmax distribution [1].

for the selected showers in the narrow energy range [3].
The cross-section value is obtained from equation 1.

Figure 3 shows the published p-air inelastic cross-
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FIG. 3: Cross-section measurements and theoretical predic-
tions.

section measurements at ultra-high energy together with
the extrapolation of theoretical models. Since these mea-
surements rely on the theoretical models for the k–factor,
there is a significant correlation between the experimen-
tal data and theoretical predictions. Indeed, the models
changed significantly since the measurements were pub-
lished. Using the newer models for the Monte Carlo sim-
ulations one will obtain new values for the coefficient k
and, thus, for the cross-sections. This brings the exper-
imental data into a better agreement with the theory
[4], but demonstrates that these measurements strongly
depend on the theoretical assumptions. Figures 3 (old
k–factor) and 22 (new k–factor) illustrate the model de-
pendance. The measurement technique proposed in this
work significantly reduces this dependance, making the
CR measurements more trustworthy.

⨂

III. THE HIRES DETECTOR.

The HiRes stereo fluorescence detector consisted of two
fluorescence stations separated by 12.6 km and located
in Dugway Proving Ground, about 120 miles from Salt
Lake City, Utah.

The first detector station, HiRes1, began observations
in May 1997. It consists of 20 spherical mirrors with
3.84 m2 effective area. The mirrors are arranged in a
single ring covering 3◦ − 17◦ in elevation and 280◦ in
azimuth field of view. 256 photo-multiplier tubes (PMT)
are arranged in 16×16 grid to form a UV sensitive camera
which is placed in the mirror focal plane. Each PMT has
about 1◦ field of view. The camera is covered with UV
filter to reduce the noise from visible light. The detector
uses sample and hold electronics.

The second detector station, HiRes2, began observa-
tions in December 1999. It has 42 mirrors and UV cam-
eras similar to the HiRes1, but arranged in two rings
covering 3◦−31◦ in elevation and about 300◦ in azimuth
field of view. It uses FADC electronics. A detailed de-
scription of the HiRes stereo detector can be found in
[5].

While the detector stations operated independently,
many air showers were seen by both stations, giving the
stereoscopic view. In case of the stereo observations, the
geometry of the air showers is reconstructed more accu-
rately allowing for a better energy and Xmax resolution.
The later is of a great importance for this work.

IV. DECONVOLUTION MEASUREMENT
TECHNIQUE.

The air fluorescence observation technique allows us to
see most of the air shower profile and measure the pri-
mary particle energy and Xmax. The Xmax distribution
for the events in an energy bin can be used to measure
the p-air inelastic cross-section. The cross-section mea-
surement technique used in [1] has two major drawbacks
however. First, there is a significant dependance on the
interaction model used for the Monte Carlo simulations.
Second, only the tail of the Xmax distribution is used.
This reduces the usable statistics and leads to poor sta-
bility of the fit. In order to overcome these drawbacks
we propose a different approach.

The Xmax distribution can be considered as a convolu-
tion of two distributions. The first one is the distribution
of the depth of the first interaction. A Monte Carlo sim-
ulated distribution of the first interaction depth is shown
on Figure 1. This is the classical statistical distribution.
It can be approximated by an exponent:

N1(x) = e−x/λp−air , (2)

where N1 is the number of interactions at the depth x
and index λp−air is the proton interaction length in the
air. Since the point of first interaction is not observable,

λp−air can not be measured directly, thus, the λp−air has
to be obtained from the Xmax distribution. The second
distribution of the convolution is the distribution of the
depth X ′ = Xmax−X1. This value can be calculated for
each Monte Carlo simulated air shower. The X ′ distri-
bution for many showers at fixed energy is shown on the
Figure 4. The X ′ distribution can be approximated by a
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power-exponent function:
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xmax − x1 − xpeak + αΛ′
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e
]αe

−
xmax−x1−xpeak

Λ′
m dx1.

(3)
The function 3 has three parameters: α, Λ′

m and xpeak.
These parameters as a function of energy are studied from
Monte Carlo simulations, thus, the function 3 becomes a
known function of energy. Separating the first interac-
tion, from the subsequent lower energy portion of the
showers, atmospheric development, significantly reduces
the Monte Carlo simulations dependance on the interac-
tion model. At lower energies all models are in a good
agreement with each other and with the experimental
data.

TheXmax distribution is then approximated by a func-
tion, which is a convolution of the functions 2 and 3:

f(xm) = N

∫ xm−xpeak+αΛ′

m

0

e
−

x1
λp−air ×

× [
xm − x1 − xpeak + αΛ′

m

e
]αe

−
xm−x1−xpeak

Λ′
m dx1

(4)

where N is a normalization factor.
A Monte Carlo simulated Xmax distribution approxi-

mated by function 4 is shown on Figure 5. The plot on
Figure 5 shows Xmax distribution for the Monte Carlo
simulated air showers reconstructed by the HiRes detec-
tor software.

Besides the normalization, function 4 has only one fit-
ting parameter - λp−air. The other parameters are fixed
from the lower-energy Monte Carlo simulations. Thus,
the proton interaction length in the air can be obtained
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26 Moyal Distribution

26.1 Introduction

The Moyal distribution is given by

f(z) =
1p
2⇡

exp
n

�1

2

⇣

z + e�z

⌘o

for real values of z. A scale shift and a scale factor is introduced by making the standardized
variable z = (x� µ)/� and hence the distribution in the variable x is given by

g(x) =
1

�
f

✓

x� µ

�

◆

Without loss of generality we treat the Moyal distribution in its simpler form, f(z), in this
document. Properties for g(x) are easily obtained from these results which is sometimes
indicated.

The Moyal distribution is a universal form for

(a) the energy loss by ionization for a fast charged particle and

(b) the number of ion pairs produced in this process.

It was proposed by J. E. Moyal [35] as a good approximation to the Landau distribution.
It was also shown that it remains valid taking into account quantum resonance e↵ects and
details of atomic structure of the absorber.

Figure 18: The Moyal distribution

The distribution, shown in figure 18, has a mode at z = 0 and is positively skewed.
This implies that the mode of the x�distribution, g(x), is equal to the parameter µ.
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σ(p-air): Data

• MD/SD hybrid, 5-year	



• Geometrical + pattern recognition cuts	



• logE = 18.3 - 19.3, <logE> = 18.7	



• 439 events	



• Xmax resolution: 23.5 g/cm2



σ(p-air) from MD Hybrid
Preliminary Proton-Air CrossSection

!8

averaging QGSJETII3, QGSJET01

σp-air = 536.2±33.4(stat)±55.4(sys) [mb]

PRELIMINARY

�p�air = 536.2± 33.4(stat)± 55.4(sys) [mb]

• Different primary 
contamination ~10%: 30mb 

• Detector bias: 33mb 
• Model dependence: 33mb

Systematic errors:

(Average of σ(QGSJET-I) and σ(QGSJET-II)



Conclusions
 TA Xmax measurements	



•  BR/LR/MD stereo reconstruction: 6.3-year data	



•  MD hybrid reconstruction: 5-year data	



• Paper submitted to APP	


 TA composition results indicate light composition 

below 1019eV	



• Statistics is low in higher energies	


First result of the p-air cross section at 1018.7eV with 
MD hybrid	



�p�air = 536.2± 33.4(stat)± 55.4(sys) [mb]





Convolution vs. MCS 

!11

Does this still applies at 5%,10%..etc !
where it is more realistically the case

advantage of MCS at high values of f19:!
50% or higher also at -20% or lower. 

( lambda rec - lambda model) vs.  the fraction !
by which cross section is modified.



qgsjet II4

Comparison at 5,10,15, and 20% 
modification level
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