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Where We Left Off…
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• Overall agreement in description of air 
shower features (θ, φ, r, s). 
The devil is in the details… 

• Discrepancies in detector signal and 
muon densities, 
(TA SD-FD, Auger muons) 

• Increased baryon production in EPOS 
1.99. 

• At what energy does the “muon 
problem” appear? 

• Shower front curvature should be 
measured.
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(see talks by R.Ulrich, R. Engel, N. Sakurai)
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EPOS 1.99 had too many 
baryons after all

ρ mesons also increase muon 
number! 

!
but maybe neutrons are 

underestimated?



Different 
Experiments/Observables

• TA 
• FD-SD signal scale in hybrid events 
• Shower front curvature 

• Auger 
• FD-SD signal from hybrid events 

(especially inclined, θ>60°) 
• Xmax and its fluctuations 
• Muon production depth (MPD) 

• IceCube 
• Muon number from lateral signal  

distribution, muons in the ice. 

• Yakutsk 
• Direct muon measurements 

• Akeno/AGASA 
• Multiple techniques, muon detectors,  

scintillators and, notably, lead-burgers. 4
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• Energy re-calibrated 
• Muon data after 1996 

needs to be re-evaluated
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lots of data there, 
 a comparison to new models 

would be a good idea! 
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Do they agree?



ΤΑ 
SD-FD Energy Scale
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FD:                   -27% 
QGSJet II.04:   -5% 
EPOS:              -20% 
Sibyll:              +5-1-%

Reconstructed energy needs to be rescaled 
to agree with expectation from simulations

FD



TA: Shower Front Curvature 
(QGSJet II-03)
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Dataset:!
• 5 years: 2008-05-11 – 2013-05-04!
• θ <  45!
• 7 or more detectors triggered!
• E >  1018  eV!
• 10733 events after cuts!
!
Monte-Carlo set:!
• QGSJET II-03!
• full simulation including de-

thinning and detector calibration

Showing only one energy bin here



TA: ZenithAngle 
(QGSJet II-04)

B. Stokes et al. ICRC 2013-0353

Proton Iron

Proton fits better than iron

θ < 55°



TA: Lateral Profile χ2 
(QGSJet II-04)

B. Stokes et al. ICRC 2013-0353

Proton Iron

Proton fits better than iron

θ < 55°



TA: Counters per Event 
(QGSJet II-04)

B. Stokes et al. ICRC 2013-0353

Proton Iron

Iron fits better than proton

θ < 55°



Telescope Array

• TA observes SD/FD energy difference which is model dependent: 
    ESD/EFD = 1.27 for QGSJET II-03 protons. 
    (it is noted that most of the signal is not from muons)!

• Curvature distribution seems closer to iron for higher zenith angles 
(vertical and inclined are not consistent).!
• the curvature distribution is not described by either proton or iron. 

It is bracketed by them. Further studies with different models and composition 
assumptions would be interesting. !

• A muon excess when compared QGSJET II-03 could cause this. 
Could it also be produced by mixed composition?!

• Other interesting parameters (similar across different models):!
• Zenith angle distribution.          Better fit by proton.!
• lateral profile χ2.                       Better fit by proton.!
• number of counters per event. Better fit by iron.

10
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Energy calibration relative to muon map of 
proton showers at 1019 eV (QGSJet II.03)
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directly to our measurement.
We consider QGSJet01, QGSJetII-03, QGSJetII-

04, and Epos LHC for this comparison. The relation of
⟨Xmax⟩ and ⟨lnA⟩ at a given energy E for these models
is in good agreement with the prediction from the gener-
alized Heitler model of hadronic air showers

⟨Xmax⟩ = ⟨Xmax⟩p + fE⟨lnA⟩, (9)

where ⟨Xmax⟩p is the average depth of the shower max-
imum for proton showers at the given energy and fE
an energy-dependent parameter [4, 41]. The parameters
⟨Xmax⟩p and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by substi-

tuting Nµ,p = (E/ξc)β and computing the average loga-
rithm of the muon number

⟨lnNµ⟩ = ⟨lnNµ⟩p + (1 − β)⟨lnA⟩ (10)

β = 1− ⟨lnNµ⟩Fe − ⟨lnNµ⟩p
ln 56

. (11)

Since Nµ ∝ Rµ, we can replace lnNµ by lnRµ. The same
can be done in Eq. (2), which also holds for averages due
to the linearity of differentiation.
We estimate the systematic uncertainty of the approx-

imate Heitler model by computing β from Eq. (11), and
alternatively from d⟨lnRµ⟩p/d lnE and d⟨lnRµ⟩Fe/d lnE.
The three values would be identical if the Heitler model
was accurate. Based on the small deviations, we es-
timate σsys[β] = 0.02. By propagating the system-
atic uncertainty of β, we arrive at a small systematic
uncertainty for predicted logarithmic muon content of
σsys[⟨lnRµ⟩] < 0.02.
With Eq. (9) and Eq. (10), we convert the measured

mean depth ⟨Xmax⟩ into a prediction of the mean loga-
rithmic muon content ⟨lnRµ⟩ at θ = 67◦ for each hadronic
interaction model. The relationship between ⟨Xmax⟩ and
⟨lnRµ⟩ can be represented by a line, which is illustrated
in Fig. 5. The Auger measurements at 1019 eV are also
shown. The discrepancy between data and model predic-
tions is shown by a lack of overlap of the data point with
any of the model lines.
The model predictions of ⟨lnRµ⟩ and d⟨lnRµ⟩/d lnE

are summarized and compared to our measurement in
Fig. 6 and 7, respectively. ForQGSJetII-03,QGSJetII-
04, and Epos LHC, we use estimated ⟨lnA⟩ data
from Ref. [39]. Since QGSJet01 has not been in-
cluded in that reference, we compute ⟨lnA⟩ using
Eq. (9) [4] from the latest ⟨Xmax⟩ data [39]. The sys-
tematic uncertainty of the ⟨lnRµ⟩ predictions is de-
rived by propagating the systematic uncertainty of ⟨lnA⟩
(±0.03 (sys.)), combined with the systematic uncertainty
of the Heitler model (±0.02 (sys.)). The predicted loga-
rithmic gain d⟨lnRµ⟩/d lnE is calculated through Eq. (2),
while d lnA/d lnE is obtained from a straight line fit to
⟨lnA⟩ data points between 4× 1018 eV and 5× 1019 eV.
The systematic uncertainty of the d⟨lnRµ⟩/d lnE predic-
tions is derived by varying the fitted line within the sys-
tematic uncertainty of the ⟨lnA⟩ data (±0.02 (sys.)), and
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FIG. 5. Average logarithmic muon content ⟨lnRµ⟩ (this
study) as a function of the average shower depth ⟨Xmax⟩ (ob-
tained by interpolating binned data from Ref. [39]) at 1019 eV.
Model predictions are obtained from showers simulated at
θ = 67◦. The predictions for proton and iron showers are di-
rectly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

by varing β within its systematic uncertainty in Eq. (2)
(±0.005 (sys.)).

The four hadronic interaction models fall short in
matching our measurement of the mean logarithmic
muon content ⟨lnRµ⟩. QGSJetII-04 and Epos LHC
have been updated after the first LHC data. The dis-
crepancy is smaller for these models, and Epos LHC
performs slightly better than QGSJetII-04. Yet none
of the models is covered by the total uncertainty inter-
val. The minimum deviation is 1.4 σ. To reach consis-
tency, the muon content in simulations would have to be
increased by 30% to 80%. If on the other hand the pre-
dictions of the latest models were close to the truth, con-
sistency could only be reached by increasing the Auger
energy scale by about 30%. Without a self-consistent
description of air shower observables, conclusions about
the mass composition from the measured absolute muon
content remain tentative.

The situation is better for the logarithmic gain
d⟨lnRµ⟩/d lnE. The measured value is higher than
the predictions from ⟨lnA⟩ data, but the discrepancy is
smaller. If all statistical and systematic uncertainties are
added in quadrature, the deviation between measurement
and ⟨lnA⟩-based predictions is 1.3 to 1.4 σ. The statisti-
cal uncertainty is not negligible, which opens the possi-
bility that the apparent deviation is a statistical fluctua-
tion. If we assume that the hadronic interaction models
reproduce the logarithmic gain of real showers, which is
supported by the internal consistency of the predictions,
the large measured value of d⟨lnRµ⟩/d lnE disfavors a
pure composition hypothesis. If statistical and system-
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that it is large enough to observe the depth of shower
maximum with equal probability within the range of
plausible values. This cut also ensures a maximum ac-
cepted uncertainty of the depth of the shower maximum
of 150 g cm−2, and a minimum viewing angle of light in
the FD telescope of 25◦. Finally, we accept only energies
above 4× 1018 eV to ensure a trigger probability of 100%
for FD and SD.

The selection is applied to inclined events recorded
from 1 January 2004 to 1 January 2013. Out of 29722
hybrid events, 174 events are accepted. Due to the ge-
ometrical acceptance of the SD and the fiducial cut on
the FD field of view, the zenith angle distribution peaks
near 62◦. The average zenith angle is (66.9 ± 0.3)◦ and
the highest energy in the sample is (48.7±2.9)×1018 eV.

IV. DATA ANALYSIS

The muon content Rµ of individual showers with the
same energy E and arrival direction varies. This is
caused by statistical fluctuations in the development of
the hadronic cascade, and, in addition, by random sam-
pling from a possibly mixed mass composition. We will
refer to these fluctuations combined as intrinsic fluctua-
tions. In the following, we will make statements about
the average shower, meaning that the average is taken
over these intrinsic fluctuations. Detector sampling adds
Gaussian fluctuations to the observed value of Rµ on top
of that. The statistical uncertainties of Rµ and E caused
by the sampling are estimated by the reconstruction algo-
rithms event-by-event. We will refer to them as detection
uncertainties.

From Eq. (1) we expect that the average number of
produced muons, which is proportional to ⟨Rµ⟩, and the
cosmic-ray energy E have a relationship that is not far
from a power law. Therefore we fit the parametrization

⟨Rµ⟩ = a (E/1019 eV)b (4)

to the selected data set, using a detailed maximum-
likelihood method that takes the mentioned fluctuations
into account. Intrinsic fluctuations of Rµ are modeled
with a normal distribution that has a constant relative
standard deviation σ[Rµ]/Rµ. This model is found to be
in good agreement with shower simulations. The a pa-
rameter of the fitted curve represents the average muon
content ⟨Rµ⟩(1019 eV) at 1019 eV, and the b parameter
the logarithmic gain d⟨lnRµ⟩/d lnE ≃ d lnNµ/d lnE of
muons with growing energy. The maximum-likelihood
method was validated with a fast realistic simulation of
hybrid events and shown to yield unbiased values for a
and b. The technical aspects will be presented in a sep-
arate paper.

The data and results of the fit are shown in Fig. 3. We
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FIG. 3. The selected hybrid events above 4× 1018 eV and a fit
of the power law ⟨Rµ⟩ = a ⟨E/1019 eV⟩b. The error bars indi-
cate statistical detection uncertainties only. The inset shows
a histogram of the residuals around the fitted curve (black
dots) and for comparison the expected residual distribution
computed from the fitted probability model that describes the
fluctuations.

obtain

a = ⟨Rµ⟩(1019 eV) = (1.841± 0.029± 0.324 (sys.)), (5)

b = d⟨lnRµ⟩/d lnE = (1.029± 0.024± 0.030 (sys.)),
(6)

σ[Rµ]/Rµ = (0.136± 0.015± 0.033 (sys.)). (7)

At a zenith angle of 67◦, this corresponds to (2.68±0.04±
0.48 (sys.))×107 muons with energies larger than 0.3GeV
that reach 1425m altitude in an average 1019 eV shower.
The fitted model agrees well with data. To ob-

tain a goodness-of-fit estimator, we compute the his-
togram of the residuals (Rµ−⟨Rµ⟩)/⟨Rµ⟩ and compare it
with its expectation g

(

(Rµ − ⟨Rµ⟩)/⟨Rµ⟩
)

=
∫

f
(

(Rµ −
⟨Rµ⟩(E)/⟨Rµ⟩(E), E

)

dE computed from the fitted two-
dimensional probability density function f(Rµ, E). His-
togram and expectation are shown in the inset of
Fig. 3. The comparison yields a reduced chi-square value
χ2/ndof = 4.9/10 for the fitted model.
The systematic uncertainty of the absolute scale

⟨Rµ⟩(1019 eV) of 18% combines the intrinsic uncertainty
of the Rµ-measurement (11%) and the uncertainty of
the Auger energy scale (14%) [40]. The systematic un-
certainty of the logarithmic gain d⟨lnRµ⟩/d lnE of 3% is
derived from variations of the FD selection cuts (2%),
variations of the bias correction of Rµ within its system-
atic uncertainty (1%), variations of the distribution as-
sumptions on the intrinsic Rµ-fluctuations (1%), and by
assuming a residual zenith-angle dependence of the ratio
Rµ/E that cannot be detected within the current statis-
tics (0.5%). The third parameter σ[Rµ]/Rµ, the relative
size of the intrinsic fluctuations, is effectively obtained by
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subtraction of the detection uncertainties from the total
spread. Its systematic uncertainty of ±0.033 is estimated
from the variations just described (±0.014 (sys.) in total),
and by varying the detection uncertainties within a plau-
sible range (±0.030 (sys.)).
At θ = 67◦, the average zenith angle of the data set,

Rµ = 1 corresponds to Nµ = 1.455× 107 muons at the
ground with energies above 0.3GeV. For model compar-
isons, it is sufficient to simulate showers at this zenith
angle down to an altitude of 1425m and count muons at
the ground with energies above 0.3GeV. Their number
should then be divided by Nµ = 1.455× 107 to obtain
RMC

µ , which can be directly compared to our measure-
ment.
Our fit yields the average muon content ⟨Rµ⟩. For

model comparisons the average logarithmic muon con-
tent, ⟨lnRµ⟩, is also of interest, as we will see in the next
section. The relationship between the two depends on
shape and size of the intrinsic fluctuations. We compute
⟨lnRµ⟩ numerically based on our fitted model of the in-
trinsic fluctuations:

⟨lnRµ⟩(1019 eV) =
∫ ∞

0

lnRµ N (Rµ) dRµ

= 0.601± 0.016+0.167
−0.201(sys.), (8)

where N (Rµ) is a Gaussian with mean ⟨Rµ⟩ and spread
σ[Rµ] as obtained from the fit. The deviation of ⟨lnRµ⟩
from ln⟨Rµ⟩ is only 2% so that the conversion does not
lead to a noticeable increase in the systematic uncer-
tainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, nor
for a dependence on the zenith angle or the distance of
the shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ = 67◦ with the
hadronic interaction models QGSJetII-04 and Epos
LHC is shown in Fig. 4. The ratio ⟨Rµ⟩/(E/1019 eV)
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number.
We compute the ratio from Eq. (4) (line), and alterna-
tively by a bin-wise averaging of the original data (data
points). The two ways of computing the ratio are visually
in good agreement, despite minor bin-to-bin migration
effects that bias the bin-by-bin method. The fitting ap-
proach we used for the data analysis avoids the migration
bias by design.
Proton and iron showers are well separated, which il-

lustrates the power of ⟨Rµ⟩ as a composition estimator.
A caveat is the large systematic uncertainty on the abso-
lute scale of the measurement, which is mainly inherited
from the energy scale [40]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
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FIG. 4. Average muon content ⟨Rµ⟩ per energy E as a func-
tion of the shower energy E, as measured bin-by-bin (circles)
and by the fit of Eq. (4) (line). Square brackets indicate the
systematic uncertainty of the bin-by-bin data points, the di-
agonal offsets are caused by the correlated effect of systematic
shifts in the energy scale. The grey band indicates the sta-
tistical uncertainty of the fitted line. Shown for comparison
are theoretical curves for proton and iron showers simulated
at θ = 67◦ (dotted and dashed lines). Black triangles at the
bottom indicate the energy bin edges. The binning was ad-
justed to obtain equal numbers of events per bin.

hadronic interaction models around and above energies
of 1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the

data is the high abundance of muons in the data. The
measured muon number is higher than in pure iron show-
ers, suggesting contributions of even heavier elements.
This interpretation is not in agreement with studies based
on the depth of shower maximum [39], which show an av-
erage logarithmic mass ⟨lnA⟩ between proton and iron in
this energy range. We note that our data points can be
moved between the proton and iron predictions by shift-
ing them within the systematic uncertainties, but we will
demonstrate that this does not completely resolve the
discrepancy. The logarithmic gain d⟨lnRµ⟩/d lnE of the
data is also large compared to proton or iron showers.
This suggests a transition from lighter to heavier ele-
ments that is also seen in the evolution of the average
depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth ⟨Xmax⟩
of the shower maximum. A valid hadronic interaction
model has to describe all air shower observables consis-
tently. We have recently published the mean logarith-
mic mass ⟨lnA⟩ derived from the measured average depth
of the shower maximum ⟨Xmax⟩ [39]. We can therefore
make predictions for the mean logarithmic muon content
⟨lnRµ⟩ based on these ⟨lnA⟩ data, and compare them

Pierre Auger θ >60

(FD-SD difference also in vertical hybrid events)

Rµ 35% above EPOS-LHC
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Table II: Evaluation of the main sources of systematic uncer-
tainties in Xµ

max.

Source Sys. uncertainty [g/cm2]
Reconstruction, 10

hadronic model and primary
Seasonal effect 12

Time variance model 5

Total 17

array, completely uncorrelated with the genuine
primary shower signal. Random accidental sig-
nals can have a damaging effect on the data qual-
ity since they can trigger some stations of the ar-
ray, distorting the reconstruction of the showers.
In our analysis, the main impact comes from a
possible underestimation of the start time of the
traces due to an accidental signal prior to the true
one. Using an unbiased sample of random acci-
dental signals extracted from data events collected
in the SD stations, we have studied the influence
of accidental signals in the Monte Carlo recon-
structions. Regardless of the energy and primary
mass, we have found a systematic underestima-
tion by ⇠4.5 g/cm2 in the determination of Xµ

max.
We have corrected for this bias in our data.

Atmospheric profile. For the reconstruction of the
MPD profiles, the atmospheric conditions at the
Auger site, mainly height-dependent atmospheric
profiles, have to be well known. To quantify the
influence of the uncertainty in the reconstructed
atmospheric profiles on the value of Xµ

max, a di-
rect comparison of GDAS data3 with local atmo-
spheric measurements4 has been performed on an
event-by-event basis. We have obtained a distribu-
tion with a small shift of 2.0 g/cm2 in Xµ

max and a
RMS of 8.6 g/cm2.

Selection efficiency. The selection efficiency for heavy
primaries is larger than for protons since the for-
mer have a muon-richer signal at the ground. The
analysis was conceived to keep this difference be-
low 10% for the whole energy range. This differ-
ence in efficiency, although small, may introduce
a systematic effect in the determination of Xµ

max.
We have determined it by running our analysis
over a 50/50 mixture of protons and irons, result-

3 GDAS is a publicly available data set containing all main state vari-
ables dependent on altitude with a validity of 3 hours for each data
set [34, 35].

4 Intermittent meteorological radio soundings with permanent
ground-based weather stations.
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Figure 8: hXµ
maxi as a function of energy. The prediction of dif-

ferent hadronic models for proton and iron are shown. Num-
bers indicate the number of events in each energy bin and
brackets represent the systematic uncertainty.

ing in a negligible contribution to the systematic
uncertainty of  2 g/cm2.

Table II summarizes the sources contributing to the
systematic uncertainty. The overall systematic uncer-
tainty in hXµ

maxi amounts to ⇠17 g/cm2. This repre-
sents approximately 25% of the proton-iron separation.

VI. RESULTS

The data set used in this analysis comprises events
recorded between 1 January 2004 and 31 December
2012. We compute the MPD distributions on an event-
by-event basis. To guarantee an accurate reconstruction
of the longitudinal profile we impose the selection crite-
ria described in Section V B. For the angular range and
energy threshold set in this analysis, our initial sample
contains 500 events. After our quality cuts it is reduced
to 481 events.

The evolution of the measured hXµ
maxi as a function of

the energy is shown in Figure 8. The data are grouped
in five energy bins of width 0.1 in log10(E/eV), except
for the last bin which contains all events with energy
above log10(E/eV) = 19.7 (E = 50 EeV). The sizes of
error bars represent the standard deviation of the mean.

VII. DISCUSSION

Under the assumption that air-shower simulations
are a fair representation of reality, we can compare
them to data in order to infer the mass composition
of UHECR. For interaction models (like those used
for Figure 8) that assume that no new physics ef-
fects appear in hadronic interactions at the energy
scales probed by Auger, the evolution of the mean
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Figure 9: Conversion of hXµ
maxi (circles) and hXmaxi (triangles) [39] to hln Ai, as a function of energy. On the left (right) plot

we use QGSJetII-04 (Epos-LHC) as the reference hadronic model. See text for a detailed discussion of the difference between
models. Brackets correspond to the systematic uncertainties.

Xµ
max values indicates a change in composition as the

energy increases. Data show a flatter trend than
pure proton or pure iron predictions (35.9 ± 1.2 and
48.0 ± 1.2 g/cm2/decade respectively5). We measure
a value of dhXµ

maxi/d log10 E = �25 ± 22 (stat.) ±
21 (syst.) g/cm2/decade. This value deviates from a
pure proton (iron) composition by 1.8 (2.3) s.

In Figure 8 we observe how QGSJetII-04 and Epos-
LHC estimate, for both proton and iron, a similar
muonic elongation rate (evolution of Xµ

max with energy)
but with considerable differences in the absolute value
of Xµ

max. While the Auger data are bracketed by
QGSJetII-04, they fall below the Epos-LHC estimation
for iron. Therefore, the study of the MPD profile can
also be used as a tool to constrain hadronic interaction
models.

Xmax and Xµ
max are strongly correlated mainly by the

depth of first interaction [29, 38]. According to sim-
ulations the correlation factor between these two ob-
servables is � 0.8. Therefore, similarly to Xmax, Xµ

max is
correlated with the mass of the incident cosmic ray par-
ticle. We can thus convert both observables into hln Ai
using the same interaction model [8, 36].

Figure 9 shows the outcome of this conversion for
two different hadronic models. For Epos-LHC the re-
sults go towards primaries heavier than iron (ln AFe '
4). But the most striking feature is that the mean ln A
values extracted from the measurements of Xmax and

5 Mean values between QGSJetII-04 and Epos-LHC predictions.

Xµ
max are incompatible at a level of at least 2.5 s. Epos-

LHC does not offer a consistent description of the elec-
tromagnetic and muonic components of the EAS. With
QGSJetII-04 we obtain compatible values for hln Ai but
it should be noted that this model has problems to de-
scribe in a consistent way the first two moments of the
ln A distribution obtained from the Xmax measurements
done with the FD [8]. The discrepancy between the
two models can be attributed to the fact that Epos-LHC
has been tuned to better represent the rapidity-gap dis-
tribution of proton-proton collisions at the LHC [37],
compared to previous versions and other models as
QGSJetII-04. As shown in Figure 8, those changes (that
vary the forward multiplicity and elasticity of diffrac-
tive interactions) translate into deeper developments of
the muonic component of the shower, keeping the EM
part almost unchanged [37]: a modification in the elas-
ticity has a relatively small effect on the electromagnetic
development of the shower as only the first hadronic in-
teraction is dominant, but since many interactions are
taking place before the production of muons, it is a cu-
mulative effect which shows up in the muon develop-
ment. In summary, the measurement of muon profiles
provides complementary and valuable insight which
sets additional constraints on model descriptions and
improves understanding of hadronic interactions at the
highest energies ever probed.

VIII. CONCLUSIONS

The FADC traces from the water-Cherenkov detec-
tors of the Pierre Auger Observatory located far from
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= 1� e�hNµi
Signal distribution for tanks 
detecting at least one muon

Signal distribution for tanks 
detecting no muon 
(Tail of the EM distribution)

pµhit =
Nµ�1

Ntanks

IceCube 
(Muons at large lateral distances in IceTop)
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IceCube Preliminary

1000500200

IceTop Muon LDFExample LDF, vertical events

Laterally separated muons in deep ice also 
interesting although not considered for this meeting. 

!
Phys. Rev. D 87 (2013) 012005  

http://journals.aps.org/prd/abstract/10.1103/PhysRevD.87.012005 
!
!

High energy muon bundles in the ice 
also not considered in this meeting. 

T. Pierog and K. Werner,	


PRL 101, 171101 (2008)

http://journals.aps.org/prd/abstract/10.1103/PhysRevD.87.012005
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Muons at 600 m from Shower Axis 
(IceTop is very preliminary!)

NOTE: The slope in Akeno/AGASA does not change between 1014.5 and 1019 eV

E0 = 1.17⇥ 1017
✓
Nµ

106

◆1.21

eV ⇢µ akeno

(600) = 2.32⇥ 10�3(E
0

/PeV )1./1.21Akeno 1984

Akeno 1995 E0 = 2.16⇥ 1018
✓
Nµ

107

◆1.19

eV ⇢µ akeno

(600) = 1.88⇥ 10�3(E
0

/PeV )1./1.19

rough estimate

of attenuation

(J. Phys. G: Nucl. Phys. 10 (1984) 1295-1310.)

(N Hayashida et al 1995 J. Phys. G: Nucl. Part. Phys. 21)



KASCADE-Grande

Not presented in the working group but in S. Schoo. 

Attenuation not well described by hadronic models.  
Something that could be cross-checked by others.

18



Is the TA FD-SD Difference 
the same as Auger’s “Muon” Deficit?

19

Sµ/S
tot

Muon signal fraction in TA ~ 12%

From Sakurai-san:

I agree! 
But still… are TA and Auger seeing the same effect? 

How can we tell?



hadron core

+

e-a from hadrons
e-a from + decay

e-a

Shower “Universality” I

20

Air showers can be seen as the sum of four components 
(independently of hadronic model and composition)

Extensive Air Shower Universality of Ground Particle Distributions 
Ave et al., ICRC 2011 Beijing, #1025



Shower “Universality” II

21

An increase in muon number comes accompanied by: 
• an increase in the e-γ component 

(e-γ from hadrons + e-γ from muons) 
• a decrease in calorimetric energy 

(e-γ) 
!

Careful then with what we mean by muon excess/deficit
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Signal Scaling from Universality I
• Let’s consider how signals scale with 

muon number. 
Please humor me for a while. 

• Take Auger signal from universality:
(representative Xmax, zenith angle and polar angle) 

• Scale the muon signal so the 
signal fraction from muons is 12%  
(to agree with TA). 

• Normalize signals by the e-γ signal  
(Se-γ ∝ Ecal) 

• Scale energies to compare showers 
with the same calorimetric energy. 

!
I know… the devil is in the details
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Signal dependence on muon 
scale in Pierre Auger WCDs!

(plot from A. Schulz, KIT)

δseγ ~ -3.8%Rµ = 1.5



Signal Scaling from Universality II

23

Pierre Auger (1000 m) Telescope Array (800 m)

In TA, a muon scale of 1.5 means a signal increase of ~20.4%:

(7.5% from muons, 9.2% from hadron e-γ, 3.7% from muon halo)

Note that “muon scale” is not just a scaling of the muon signal in this case.



I say they could be consistent. Not a confirmation but in the realm of possibility. 
• If Auger uses TA’s missing energy, δE ~ -6%, and fluorescence yield δE ~ +12% 
• After this, TA and Auger spectra would disagree by about 7% 
• TA’s FD-SD difference is 27% relative to QGSJet II.03 proton. 
• Auger’s muon scale relative to QGSJet II.03 proton is Rµ~1.82 

Assuming: 
• EM signal from hadrons scales with the number of muons as in previous figure, 
• Usual EM signal scales with calorimetric energy, 
• we can scale the muons’ relative contribution from Auger WCD response so the 

relative muon contribution is 12% of the total… as it should be for TA. 
With Rµ of 1.5, we expect a change of 20.4% in signal in typical TA-SD events.

This goes along with a 3.8% decrease in FD energy, for a total of ~ 24%.  

This is before we consider any light yield or composition systematics. 
Clearly a simple view. Details will change the numbers, 
but not by an order of magnitude… Someone from TA would have to look into it. 24

Is the TA FD-SD Difference 
the same as Auger’s “Muon Deficit”?
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1 1.3 1.5 1.8
µ 0 4.5% 7.5% 12%

E-γ from µ 0 2.2% 3.7% 6.0%
E-γ from h 0 5.5% 9.2% 14.6%
E- 0 -2.3% -3.8% -6%

Apparent difference 0 14.5% 24.1% 38.6%

In this simple picture, what would we need 
 if we want to be consistent with Auger’s Rµ?
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µ 0 4.5% 7.5% 12%

E-γ from µ 0 2.2% 3.7% 6.0%
E-γ from h 0 5.5% 9.2% 14.6%
E- 0 -2.3% -3.8% -6%

Apparent difference 0 14.5% 24.1% 38.6%

Auger’s Rµ 
from inclined events

In this simple picture, what would we need 
 if we want to be consistent with Auger’s Rµ?
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E-γ from h 0 5.5% 9.2% 14.6%
E- 0 -2.3% -3.8% -6%

Apparent difference 0 14.5% 24.1% 38.6%

Auger’s Rµ 
from inclined events

} δESD ~ 32.6%

In this simple picture, what would we need 
 if we want to be consistent with Auger’s Rµ?
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Auger’s Rµ 
from inclined events

38.6% - 27% = 11.6%Shift FD (calorimetric) energy down by ~12%

} δESD ~ 32.6%

In this simple picture, what would we need 
 if we want to be consistent with Auger’s Rµ?
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1 1.3 1.5 1.8
µ 0 4.5% 7.5% 12%

E-γ from µ 0 2.2% 3.7% 6.0%
E-γ from h 0 5.5% 9.2% 14.6%
E- 0 -2.3% -3.8% -6%

Apparent difference 0 14.5% 24.1% 38.6%

increase 
“missing” 

energy by 6%

Auger’s Rµ 
from inclined events

38.6% - 27% = 11.6%Shift FD (calorimetric) energy down by ~12%

} δESD ~ 32.6%

In this simple picture, what would we need 
 if we want to be consistent with Auger’s Rµ?



Where we Stand
Signal Differences (easier to interpret as more/less muons) 
• Auger muons. EPOS-LHC, QGSJet II.04. 
• Telescope Array FD-SD difference and Auger muon problem…  

Are they the same thing? Universality arguments for consistency  
(using TA’s FD-SD, could we repeat with Auger?) 

• Can we stop calling it “muon” excess/deficit then?  
Call it “low-energy hadron enhancement”, if you will. Think about it. 

Time Structure 
• TA curvature data promising, but hints are difficult to quantitatively 

estimate any muon excess/deficit.  
Perhaps EPOS-LHC will show more drastic behavior here?  
(like Auger’s MPD) 

• Muon Production Depth from Auger. EPOS-LHC. 
• No curvature data from Auger?

26



Longitudinal Development 
• Xmax Fluctuations from Auger. QGSJet II.04 (only marginally) 
Muons 
• Yakutsk and IceCube can add some in the future. 

(as well as Auger + TA extensions) 
• Some recommendations for comparing muon data. When 

producing muon numbers, do it 
• at reference depths (~800 g/cm2?) 
• at a set of reference radii (600 m? 1000 m?) 
• total number of muons? 
• relative to a model? 

Modeling 
• General understanding: not much room for tweaking and 

increasing the number of muons.
27

Where we Stand


